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Abstract

A new algorithm is presented for determination of structural conformers and their populations based on NMR
data. Restrained Metropolis Monte Carlo simulations or restrained energy minimizations are performed for several
copies of a molecule simultaneously. The calculations are restrained with dipolar relaxation rates derived from
measured NOE intensities via complete relaxation matrix analysis. The novel feature of the algorithm is that
the weights of individual conformers are determined in every refinement step, by the quadratic programming
algorithm, in such a way that the restraint energy is minimized. Its design ensures that the calculated populations
of the individual conformers are based only on experimental restraints. Presence of internally inconsistent restraints
is the driving force for determination of distinct multiple conformers. The method is applied to various simulated
test systems. Conformational calculations on nucleic acids are carried out using generalized helical parameters
with the program DNAminiCarlo. From different mixtures of A- and B-DNA, minor fractions as low as 10% could
be determined with restrained energy minimization. For B-DNA with three local conformers (C2′-endo, O4′-exo,
C3′-endo), the minor O4′-exoconformer could not be reliably determined using NOE data typically measured
for DNA. The other two conformers, C2′-endoand C3′-endo, could be reproduced by Metropolis Monte Carlo
simulated annealing. The behavior of the algorithm in various situations is analyzed, and a number of refinement
protocols are discussed. Prior to application of this algorithm to each experimental system, it is suggested that the
presence of internal inconsistencies in experimental data be ascertained. In addition, because the performance of
the algorithm depends on the type of conformers involved and experimental data available, it is advisable to carry
out test calculations with simulated data modeling each experimental system studied.

Abbreviations:DNA, deoxyribonucleic acid; MD, molecular dynamics; MDtar, time-average molecular dynamics;
NOE, nuclear Overhauser effect.

Introduction

It is a well acknowledged fact that biomolecules such
as proteins, nucleic acid fragments or polysaccha-
rides are flexible in solution and can adopt multiple
conformations. Therefore, data obtained by NMR
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measurements must be regarded as averages over the
measurement time and the molecules in the sample.
However, in conventional methods of structure de-
termination by NMR, a structure is accepted only
if it satisfies all or most of the experimental re-
straints. Such approaches often result in an ensemble
of structures tightly distributed around their mean and
showing little evidence of conformational variability.
Furthermore, the experimental restraints might contain
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inherent contradictions, which cannot be resolved by a
single structure alone. In the past few years, different
approaches have been proposed to tackle this problem
and take into account the time- and ensemble-average
nature of NMR restraints.

Torda et al. (1990) proposed a method, commonly
referred to as time-average molecular dynamics (MD-
tar). Rather than enforcing distance restraints at each
time step, MDtar only requires that they are satisfied
for appropriately averaged distances over the course
of a molecular dynamics (MD) trajectory. For sys-
tems with multiple conformers, MDtar is efficient in
exploring conformational space and able to generate
ensembles of structures, which satisfy experimental
NMR data better than any single structure (González
et al., 1995; Yao et al., 1997). In general, a success-
ful determination of structural ensembles with distinct
conformers depends on having a sufficient number
of mutually inconsistent experimental restraints, i.e.,
those which cannot be simultaneously satisfied by
a single structure. MDtar resolves such inconsisten-
cies by enabling the molecule to switch back and
forth between various conformational minima, satis-
fying experimental restraints on a time-average basis
(Schmitz et al., 1996). The rates of these conforma-
tional transitions are not realistic, of course; they are
accelerated. This very property of MDtar is the source
of its fundamental limitations. Indeed, if the molecule
jumps quickly between different minima during the
simulation, it must also spend a significant amount of
time on the top of energy barriers. Consequently, many
snapshots of MDtar trajectories have compromised
conformational energy. Another methodological lim-
itation of the MDtar approach lies in the fact that it
is only practical to use a relatively small time interval
for the averaging, significantly limiting the range of
dynamic excursions.

In a different approach, three algorithms for the
ensemble-average MD (multiple-copy MD) were pre-
sented roughly simultaneously (Bonvin and Brünger,
1995; Fennen et al., 1995; Kemmink and Scheek,
1995). Differing in details, they all refine an ensem-
ble of structures simultaneously. At each time step,
appropriately averaged distances are calculated using
all structures in the ensemble. The averages are en-
forced to be in agreement with NOE-derived distance
restraints. Because multiple-copy MD employs en-
semble averaging rather than time averaging, it does
not require frequent transitions past energy barriers,
so it is devoid of one major limitation of MDtar. How-
ever, this approach must deal with the question of

relative weights of individual members of the ensem-
ble. In the algorithms of Bonvin and Brünger and of
Kemmink and Scheek, it is assumed that all structures
in the ensemble have the same weight. Clearly, such
algorithms are ill-suited for the determination of rel-
ative populations of solution conformers (Bonvin and
Brünger, 1996). In the method of Fennen et al., in-
dividual structures are weighted with the Boltzmann
factors calculated from their conformational energies.
In this method, the resulting populations would, there-
fore, depend more on the force field used than on
experimental data. Furthermore, in such an approach,
only the depth of conformational minima, but not their
width, is taken into account.

Here, we present a new method to perform a
restrained multiple-copy refinement of nucleic acid
structures. The basis of our method is similar to
ensemble-average MD, but we approach differently
the question of relative weights of individual struc-
tures. Relative populations of conformers are deter-
mined at each step of the simulation based on experi-
mental data, using the PDQPRO algorithm (Ulyanov
et al., 1995). The implementation of this method,
multiple-copy refinement with floating weights, is
based on extension and combination of three existing
programs: (1) The DNAminiCarlo program (Ulyanov
et al., 1989), which performs conformational calcu-
lations in the internal coordinate space, is used as
the refinement engine. (2) PDQPRO (Ulyanov et al.,
1995) calculates optimal populations of conformers
at each refinement step by a quadratic programming
algorithm. (3) RELAX (Görler and Kalbitzer, 1997)
computes proton-proton dipolar cross-relaxation rates
for the ensemble; the rates are used to calculate the
penalty function, which is optimized during the re-
finement. The new method is applied to a number of
simulated systems. The possibilities and limitations of
the algorithm are assessed.

Theory

Relaxation rates and fast exchange
All methods to determine structures from NMR data
have a common feature: they minimize the total energy
Etotal of the system, which is the sum of the empirical
force field-derived conformational energy and an arti-
ficial energy termENMR. ENMR is designed to rise as
violations of experimental data increase. Commonly,
distance restraints are used to incorporate the informa-
tion derived from NOE data into this penalty function
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while torsion angle restraints (or sometimes, scalar
coupling constant restraints directly) take care of the
information derived fromJ-coupling data.

The matrix of NOE intensitiesA(τm) is related to
the matrix of dipolar relaxationR by the generalized
Solomon equation:

A(τm) = exp(−Rτm) (1)

with the mixing timeτm (Keepers and James, 1984).
For each structureα, the cross-relaxation ratesRα

ij (the
off-diagonal elements of the matrixR) are inversely
proportional to the sixth power of the corresponding
interproton distancesrαij :

Rα
ij ∝ (rαij )−6 (2)

If mdifferent conformersα = 1...mare in fast (on the
NMR time scale) exchange with each other, effective
relaxation ratesRij can be calculated as linear aver-
ages of the relaxation rates for individual conformers
(Landy and Rao, 1989):

Rij =
m∑

α=1

pαRα
ij , (3)

wherepα is the normalized population of conformerα.
Analogously, one can calculate the effective relaxation
rates fromr−6-averaged distances:

Rij ∝
(

m∑
α=1

pα(rαij )
−6

)
(4)

Suchr−6-averaged distances are used in conventional
multiple-copy refinement or in MDtar to calculate the
penalty function.

In the approach presented here, instead of using
distance restraints to incorporate NOE-derived infor-
mation, we use experimentally determined dipolar
relaxation rates as restraints directly to calculate a
penalty functionQr :

Qr =
∑

observed(ij )

(
m∑

α=1

pαRα
ij −Xij

)2

, (5)

where Xij are experimentally determined relaxation
rates corresponding to the model-derived relaxation
ratesRα

ij andpα is the population of the copyα.
Dipolar relaxation rates can be determined only

indirectly from experimental NOE data. A feasible ap-
proach to obtain dipolar relaxation rates is to employ
the MARDIGRAS procedure (Borgias et al., 1990).

PDQPRO algorithm
Strictly speaking, Equation 5 can only be evaluated
if the populationspα of the individual conformersα
are known, which they are generally not. However,Qr

takes a minimal value if the populationspα are chosen
correctly. In this approach, we take advantage of this
fact and treat the populationspα as floating, forcing
them to adopt the values for whichQr is minimal. We
do so by calculatingQr using the algorithm PDQPRO
(Probability Distribution by Quadratic PROgramming,
Ulyanov et al., 1995).

Generally, PDQPRO calculates the set of probabil-
ities {p1. . .pm} that minimizes the quadratic function

Qr
({
p1 . . . pm

})
=

n∑
k=1

wk(Tk − Ek)2 (6)

Herein Ek stands for the experimental value of an
observable parameterk, andTk andwk are a theoret-
ical value and a weight of the same parameter.Tk is
calculated as population-weighted linear average

Tk =
m∑

α=1

pαtαk (7)

of the valuestαk , which are calculated for each theoret-
ical conformerα. The populationspα are normalized:

m∑
α=1

pα = 1 (8)

and non-negative:

pα ≥ 0,α = 1 . . .m (9)

Weightswk can be used to reflect differential experi-
mental uncertainty of individual observed parameters
or to equalize the contribution of parameters of dif-
ferent type (such as dipolar relaxation rates and scalar
coupling constants). However, in all simulations pre-
sented here, we made use of only dipolar relaxation
rates (Ek = Xij and tαk = Rα

ij ), and we assumed all
weightswk equal.

In the n-dimensional vector space spanned by
n observable parameters, the quadratic functionQr

(Equation 6) has a geometric interpretation, which is
easy to visualize (Figure 1). The value ofQr is a
squared distance between the shaded polyhedron and
the open circle. The circle represents a point in then-
dimensional space corresponding to the experimental
values of observable parameters (E1. . .En). The poly-
hedron is defined bym vertices given by the vectors
of theoretical values for the observable parameters,
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Figure 1. Geometrical interpretation of the objective functionQr

of PDQPRO is illustrated in a two-dimensional space of observ-
able parameters. The open circle (#) represents measured values
of observable parameters (E1, E2). Black crosses (×) represent the
corresponding theoretical values for individual conformers (three, in
this example). The shaded polyhedron (a triangle) occupies a region
in space with all possible theoretical values of observable parame-
ters (T1, T2) for the ensemble (see text). The objective functionQr

is the squared distance between the polyhedron and the open circle.
The open square (�) represents a point within the polyhedron which
is closest to the experimental point (E1, E2); this defines optimal
populations of each individual conformer. Practically, this point
is found by minimization ofQr with the quadratic programming
algorithm (see text).

tα = (tα1 . . . t
α
n ), α = 1 . . .m; each vertex cor-

responds to one of them current conformers. The
polyhedron represents all possible values of the the-
oretical parameters (T1. . .Tn) for the ensemble, when
m current conformers are fixed and their populations
span all possible values (Equation 7). In PDQPRO,
this distance is determined by minimization ofQr with
the quadratic programming algorithm (Fletcher, 1981)
which ensures that the global minimum is found as
solution.

Restraint energy
In single-copy refinement, it is assumed that a sin-
gle conformation contributes to the NMR signal and
that experimental restraints contain no intrinsic con-
tradictions. Ideally, the conformational energy and the
NMR-derived penalty function have a common mini-
mum in the conformational space. Then, a sufficiently
large number of perfect restraints alone could drive
a refinement to this minimum, just as this would be
possible with an ideal force field alone.

In multiple-copy refinement, the situation is fun-
damentally different, even for a perfect force field and
exactly measured restraints. Here, a solution ensem-
ble cannot be calculated from experimental restraints
alone. Conformational space of ensembles ofm struc-
tures hasm times as many dimensions as the confor-
mational space of a single structure. Consequently, a
set of experimental restraints could be explained by a
variety of ensembles of structures, but the individual
structures of these ensembles would not necessarily
have low conformational energy. To successfully find
a solution ensemble with multiple-copy refinement,
both conformational energy and restraint energy are
required. The two energy terms must be well balanced
during the refinement. IfENMR dominates, the refine-
ment could result in structures with unreasonably high
conformational energy. IfEconf dominates, significant
conformational minima might be missed.

Any structure calculation, by energy minimization,
by molecular dynamics or by Metropolis Monte Carlo
simulations, is driven by differences in the total en-
ergy or, equivalently, by the gradient of the energy.
The penalty functionQr , as given by Equation 5, is of
purely quadratic nature so that its derivative is a linear
function of Qr . To avoid dominance of the restraint
energyENMR whenQr is large, we do not usually ap-
ply Qr directly as the energy termENMR, but rather
transform it into the flat-well function

ENMR(Q
r ) = kNMR


0 : √Qr < q0
(
√
Qr − q0)

2 : q0 ≤
√
Qr < q1

s(
√
Qr − q0)+ b: q1 ≤

√
Qr

(10)

This form of penalty function is reminiscent of how
distance restraints are often used in restrained MD
calculations. In Equation 10,ENMR is defined in seg-
ments: ENMR is zero for

√
Qr smaller than a value

q0, ENMR is proportional toQr for values of
√
Qr

betweenq0 and q1, and it is proportional to
√
Qr

for values of
√
Qr larger thanq1. The error bound

q0 and the slopes are defined by the user, andq1
and b are adjusted automatically so thatENMR(Qr )
has a continuous derivative. By adjustings andq0 for
each refinement problem, one can ensure thatENMR

andEconf are well balanced during the course of the
refinement.

Restraint energy in the space of observable
parameters
When one examines the shape of the restraint energy
in the space of observable parameters, a fundamen-
tal difference between conventional multiple-copy re-
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Figure 2. The potential of restraint energyENMR in space of two observable parameters is shown in the case of multiple-copy refinement with
fixed equal populations (a) and in the case of multiple-copy refinement with floating populations (b). Points representing a pair of theoretical
values for two different conformers are shown by black crosses, and the point representing experimental values is shown by a filled circle. In
this case, the polyhedron of Figure 1 is a segment connecting conformers 1 and 2. The figure shows the restraint energy of the system, when
copy 1 is fixed and copy 2 is variable. In multiple-copy refinement with equal weights (a), the potential is purely harmonic. In multiple-copy
refinement with floating weights, the potential is divided into three regions. (1) If copy 2 is within the region shaded in light gray, then the
restraint energy is constant, because the population of copy 2 is zero. (2) If copy 2 is within the white region, the equipotential lines are straight
lines originating from the location of copy 1 (both copies have non-zero populations). (3) If copy 2 is within the circular region, the potential is
harmonic and does not depend on the position of copy 1 (because the population of copy 1 is zero). The dashed line limits the area that can be
reached by copy 2 without raising the restraint energy of the system. In multiple-copy refinement with equal weights (a), this copy can move
only within a closed circular region without raising its restraint energy; in multiple-copy refinement with floating weights (b), this region is
cone-shaped, bounded by straight lines and open (unlimited).

finement and multiple-copy refinement with floating
weights becomes obvious. Figure 2 illustrates this
difference for the case of two observable parameters
and two copies, but the extension to more dimensions
or more copies is straightforward. In multiple-copy
refinement with equal weights, the restraint energy ex-
perienced by one copy is purely harmonic, if all other
copies remain fixed. In multiple-copy refinement with
floating weights, the situation is different, however.
The space of observable parameters is separated into
three areas (Figure 2b). Only if the moveable copy
has a population of 1.0, then the restraint energy of
the system is harmonic. If it has zero population, the
restraint energy does not depend on this copy at all. If
the population is intermediate, then the equipotential
lines are linear.

The two potentials have a different topology. In
conventional multiple-copy refinement, the equipo-
tential lines are closed circles. Consequently, a copy
can sample only a closed area in the conformational
space without raising the restraint energy of the sys-
tem. When one copy is fixed, the refinement forces the
other copy towards a single point in the space of ob-
servable parameters whereENMR is zero. In multiple-
copy refinement with floating weights, the equipo-
tential lines are open, so that a copy can sample an

unbounded region of the conformational space with-
out raisingENMR. The refinement drives the moveable
copy towards a line in the space of observable parame-
ters along whichENMR is zero. This open topology of
the restraint potential in multiple-copy refinement has
two positive effects. (1) It allows for better sampling
of the conformational space. (2) It enables a structure
to follow a valley of low conformational energy, a path
that might not be accessible in conventional multiple-
copy refinement due to high barriers in the restraint
energy.

Figure 2 shows another interesting aspect of
multiple-copy refinement with floating weights: in the
space of observable parameters, the gradient of the re-
straint energy is perpendicular to the line connecting
both copies, if both copies have nonzero probabili-
ties. This means that the restraint energy does not
impose a direct force to change the populations of the
copies. Instead, it is the molecular force field of the
system which acts on the individual structures, so that
conformations and their populations in the ensemble
change. The experimental restraints do not contain the
populations of the conformers as intrinsic information.
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Figure 3. Flow chart of multiple-copy refinement with DNAminiCarlo. Starting with an ensemble of initial structures, multiple copies are
refined in parallel. The total energyEtotal(i) of a copy is calculated as the sum of the conformational energyEconf(i) of this copy and
restraint energyENMR. ENMR is evaluated for the ensemble of all copies simultaneously. At each step, PDQPRO determines optimal (floating)
populations for the copies in the ensemble, so that the restraint energy is minimal.

Refinement engine
The new algorithm has been implemented by modify-
ing the program DNAminiCarlo (Ulyanov et al., 1989,
1993; Gorin et al., 1990; Zhurkin et al., 1991). The
program is capable of performing energy minimiza-
tion as well as Metropolis Monte Carlo simulations
(Metropolis et al., 1953) of nucleic acid structures.
The program does not perform structure refinement in
Cartesian coordinates but rather uses a set of internal
coordinates: generalized helical parameters (Dicker-
son et al., 1989) for bases and a pseudorotational
representation for sugar moieties (Altona and Sundar-
alingam, 1972). The geometry of the sugar-phosphate
backbone is calculated using a special backbone clo-
sure algorithm (Zhurkin et al., 1978). This parameter-
ization combines two advantages: (1) It uses idealized
geometry for the bases, treating them as rigid bod-
ies, and it fixes bond lengths and most bond angles
to their ideal values. (2) It reduces the number of de-
grees of freedom by about one order of magnitude. As
in many MD programs, such as AMBER or Xplor,
the structure refinement in DNAminiCarlo is driven
by a user-specified refinement protocol. The protocol
consists of a sequence of commands, which invoke
refinement steps or control the flow of the protocol.
The program has recently been extended so that it
is applicable not only to DNA but to RNA and hy-

brid structures as well. Additionally, it underwent
numerous changes such as additions to the command
language and performance enhancements. A detailed
description of the program is in preparation. The pro-
gram will be available through the authors, as soon as
this description is published.

Summary of the algorithm
The overall algorithm is illustrated in Figure 3. An
ensemble of starting structures, which can be identical
or different, is created by conventional MD, distance
geometry, modeling or any other suitable method.
With this ensemble, a parallel structure refinement is
performed by executing a sequence of refinement steps
(energy minimization or Monte Carlo) according to a
user-specified refinement protocol. To perform an in-
dividual refinement step, the program cycles through
all copies in the ensemble, executing the refinement
step on all (selected) individual copies sequentially.
At each step, the total energyEtotal(i) of an individual
copy i is calculated as the sum of the conformational
energyEconf(i) of the copy and the restraint energy
ENMR. The conformational energy is calculated for all
copies individually so that they do not interact with
each other.ENMR is equal for all copies in the en-
semble and it is calculated for the whole ensemble
simultaneously. For this purpose, all observed dipolar
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relaxation rates for all individual copies are calculated
by invoking routines of the program RELAX (Görler
and Kalbitzer, 1997) incorporated in the algorithm.
RELAX calculates the relaxation matrix in the same
manner as the previously described CORMA (Borgias
and James, 1989). The deviation of calculated rates
for the ensemble from experimental relaxation rate re-
straints (which are given in the RELAX input file) is
determined with floating populations using PDQPRO
and transformed via Equation 10 toENMR. The process
is repeated until all refinement steps specified in the
protocol are executed.

Materials and methods

Generation of test structures
To allow an in-depth analysis of the behavior of the
new algorithm, all calculations were carried out with
simulated data. Two test molecules were used: a
DNA dimer with the sequence d(GG):d(CC) and DNA
pentamer d(GGGGG):d(CCCCC).

For the dimer sequence, two regular (i.e., with
the helical symmetry) target structures were generated
with DNAminiCarlo, one in the A-family of forms
and another in the B-family. Target A structure had
helical parameters similar to the fiber X-ray structure
of A-DNA (Chandrasekaran et al., 1989). The tar-
get B conformation is close to the ‘average-sequence’
B-DNA in solution as determined by high-resolution
NMR (Ulyanov and James, 1995). Both structures are
not optimal energetically (Table 1) relative to the force
field used (Zhurkin et al., 1981). The reason why we
used sub-optimal conformers as target structures was
to take into account the fact that the theoretical force
fields are never perfect. A number of target ensem-
bles involving these two discrete conformations, A
and B, were prepared as described below. All refine-
ments for this test molecule started with the ‘starting A
structure’, which was significantly different from both
target A and energetically optimal A conformations
(Table 1).

For the pentamer sequence, a continuous set of
reference structures was determined in the following
way. Starting from a regular B-form structure, an ini-
tial structure was generated by energy minimization.
Then, the sugar pseudorotation anglePG3 of G3 was
incrementally changed in steps of 0.1◦, in the range
between 0◦ and 200◦. At each step, the modified
structures were energy-minimized keepingPG3 fixed.
In addition, the geometry of terminal base pairs was

Figure 4. The conformational energyEconf(PG3) of the
d(GGGGG):d(CCCCC) pentamer is shown as a function ofPG3.
The energy profile has three minima represented by three discrete
structuresS28 (C3′-endo), S83 (O4′-exo) andS150 (C2′-endo). The
three continuous minima have total populations of 23, 9 and 68%,
respectively (the values were obtained by integration between the
maxima of energy). The single horizontal line shows a range of
structures refined under the assumption of a single copy. Double
horizontal lines show a range of refined ensembles with two copies;
the range of populations is indicated above.

also fixed during the minimization. The resulting en-
ergy profile has three minima, atPG3 = 28.0◦, 83.5◦
and 150.0◦; we will refer to the corresponding struc-
tures asS28, S83 and S150, respectively. Although it
is beyond the scope of this work to discuss the na-
ture of these three minima, it is consistent with our
previous conformational calculations and MDtar sim-
ulations (Gorin et al., 1989; Schmitz et al., 1995). The
structuresS28, S83 andS150 will be used to construct
various three-member ensembles with artificially cho-
sen populations (see below). In addition, a continuous
ensemble of 40 structures, withPG3 changing from 0◦
to 200◦ in steps of 5◦, was used in some calculations.
The energy profile of these 40 structures is shown in
Figure 4.

Simulation of relaxation rates
To simulate experimental NMR data, dipolar cross-
relaxation rates were calculated from the target struc-
tures described above. Using the program RELAX
(Görler, 1997), all ‘essential’ relaxation rates were
calculated (Table 2) assuming isotropic tumbling with
an overall correlation time of 2.0 ns. These are the
rates that correspond to NOE cross peaks typically
observed by high-resolution NMR. Contacts that do
not vary significantly upon conformational change
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Table 1. Helical parameters of the d(GG):d(CC) dimer

� τ ρ Dx Dy Dz ω κ σ Sx Sy Sz PG χG PC χC Econf

Target structure
A 30.1 0.5 12.6 −0.02 −1.43 3.32 −3.0 −0.8 −0.3 0.14 0.03 0.00 28.0 204.0 30.0 204.9−26.4

B 35.1 0.9 4.5 0.08 −0.35 3.21 −5.9 1.2 −0.9 0.15 0.02 −0.03 145.0 249.4 135.0 238.8−21.3

Minimal conformational energy
A 31.4 −0.6 3.6 −0.13 −1.05 3.54 −8.8 −3.6 −0.3 0.12 0.01 −0.02 21.2 202.6 29.8 209.2−29.4

B 41.1 0.4 −3.3 −0.02 0.28 3.33 −5.6 3.8 0.0 0.15 0.01 −0.17 166.6 255.1 157.2 245.7−26.9

Starting structure
A 33.1 1.6 −13.5 0.39 −0.51 3.66 −23.9 8.1 −2.8 0.30 0.07 −0.98 18.2 220.6 30.0 201.6−25.0

Helical parameters (twist�, tilt τ, roll ρ, shift Dx, slideDy, riseDz, propeller twistω, buckleκ, openingσ, shearSx, stretchSy, staggerSz, sugar
pseudorotation angleP and glycosydic angleχ) are listed for the initial structure and for the target and minimum-energy A- and B-conformations.
Definitions of the helical parameters conform to the guidelines of the ‘Cambridge Convention’ (Dickerson et al., 1989). The exact definitions of
this particular set of parameters are given by, e.g., Ulyanov and James (1995). Linear parameters are given in angstroms, angular parameters in
degrees, and energy in kcal/mol.

Table 2. Observable parameters

Gi - Gi Cj - Cj Gi - Gi+1 Cj - Cj+1

H2′ - H8 H2′ - H6 H2′′ - H8 H2′ - H6

H3′ - H8 H2′′ - H4′ H2′ - H8 H2′′ - H6

H2′′ - H4′ H1′ - H4′ H1′ - H8 H2′ - H5

H1′ - H4′ H3′ - H6 H3′ - H8 H2′′ - H5

H2′′ - H8 H1′ - H6 H8 - H8 H3′ - H6

H1′ - H8 H2′′ - H6 H1′ - H6

H4′ - H8 H4′ - H6 H6 - H5

H2′ - H5 H5 - H5

H3′ - H5

H6 - H6

H1′ - H5

Intra-residue and sequential proton pairs used in the
calculations of relaxation rates for both test molecules
are listed. No inter-strand restraints were used.

of DNA, such as H1′-H2′ or H1′-H2′′, were not
included. Overall, 46 relaxation rates were calcu-
lated for the d(GG):d(CC) dimer and 143 for the
d(GGGGG):d(CCCCC) pentamer. We will use capital
Greek letters1 and5 to denote sets of relaxation rates
for the dimer and pentamer, respectively.

For the dimer, 11 sets of relaxation rate restraints
10, 11. . .110 were generated by averaging the es-
sential rates calculated for the A-form and the B-
form dimer with the ratiosp(A):p(B) = {0.0:1.0,
0.1:0.9,. . ., 0.9:0.1, 1.0:0.0}, respectively. For the pen-
tamer, three sets of relaxation rates (5333, 5226 and
5316) were calculated in the following way. The relax-
ation rates from the structuresS28, S83 andS150 were
determined and averaged, weighted with three discrete

sets of populationsp(S28):p(S83):p(S150) = {1:1:1;
0.2:0.2:0.6; 0.3:0.1:0.6}, respectively. In addition,
two nondiscrete ensembles were considered. For the
first one, an artificial potential of the conformational
energy was created to simulate a single continuous
broad minimum.Econf(PG3) was approximated in the
range from 140◦ to 160◦ by a quadratic parabola
E′conf(PG3). This ensemble included 20 actual struc-
tures calculated as described above withPG3 evenly
spaced between 120◦ and 180◦. However, its relax-
ation rates (set5broad) were averaged with Boltz-
mann factors based on the artificial quadratic energy
E′conf(PG3) at temperatureT= 300 K:

p(Pα) =
exp(−E′conf(Pα)/kBT )∑
α′ exp(−E′conf(Pα′)/kBT

(11)

E′conf(PG3) has a minimum atPG3 = 150.41◦. The
second non-discrete ensemble included 40 structures
with PG3 between 0◦ and 200◦; its relaxation rates
(set5full) were calculated using Boltzmann factors
based on the actual energyEconf(PG3) shown in Fig-
ure 4. This energy profile can be subdivided in three
wide minima: PG3 < 60◦ with total population of
23%, 60◦ < PG3 < 100◦ (population of 9%), and
100◦ < PG3 (68%).

Number of observable parameters and relaxation rate
errors
The influence of the number of observed parame-
ters was investigated using the15 target ensemble,
which included target A and B conformations of the
d(GG):d(CC) dimer with populations of 50% each.
The original set of observed parameters included 46
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relaxation rates (Table 2), or 11.5 per residue. Four
additional series of parameter sets were constructed
by randomly removing 10, 20, 30, and 40% of the
parameters. Each of these four series consisted of 20
random sets.

Analogously, additional sets of parameters were
constructed by adding random errors to the relaxation
rates of the original15 set. Five series of sets had
maximum relative errors of 5, 10, 20, 40, and 60%,
respectively; each series consisted of 20 random sets
of relaxation rates.

Results and discussion

Mixtures of A-form and B-form dimers
The algorithm presented here has been designed to
simultaneously determine the location of multiple
minima in the conformational space as well as their in-
dividual populations. However, its convergence prop-
erties and its discriminating power must be investi-
gated, and its limitations assessed. To this purpose,
a series of restrained energy minimizations has been
carried out with the d(GG):d(CC) dimer. The tar-
get ensembles were defined by the sets of relaxation
rate restraints D0. . .D10, described above. All cal-
culations started with an ensemble of two identical,
not energy-minimized, structures in A-form (Table 1).
The refinement protocol consisted of two phases of
multiple-copy energy minimization. Phase I com-
prised 20 cycles of energy minimization with the
purpose of enabling the ensemble to overcome barriers
in the conformational energy. During this phase, the
user-defined parameters of the restraint energy term
in Equation 10 were kept constant with the values
kNMR = 40, s = 1.0 andq0 = 0.0, if not otherwise
stated. In phase II, the five cycles of energy minimiza-
tion were meant to force the ensemble closer to the
target. This was achieved by raising the weight of the
restraint energy term,kNMR, to a value of 200. Table 3
summarizes the results of these calculations.

Single-structure ensembles
For the target ensembles10 and110, the calculated
restraints originate from a single structure (pure B or
pure A) and do not contain any intrinsic contradic-
tions. Therefore, they should not cause any difficulties
for a conventional single-copy refinement. However,
it remained to be proven that the algorithm presented
here is capable of solving this problem as well. As
shown in Table 3, both target ensembles could be

found with 25 cycles of multiple-copy energy mini-
mizations. In the case ofp(A) = 1.0,p(B)= 0.0 (110),
an ensemble consisting of two A-form-like structures
was calculated. The first copy had probability of 1.0
and conformational energy of−28.4 kcal/mol; the
second copy had probability of 0.0 and energy of
−29.3 kcal/mol. Because the zero-probability copy
does not contribute toENMR, it was essentially sub-
jected to free energy minimization during the refine-
ment; in fact, it is very close to the structure with
minimum conformational energy. The refined copy
with probability 1.0 is close to the target structure;
its helical parameters and energy are intermediate be-
tween target A and optimal A structures (Tables 1 and
3).

With a pure B-form dimer as target, the ensemble
obtained by multiple-copy minimization consisted of
two different structures: an A-like and a B-like struc-
ture with the A-like structure having a population of
0.0. The outcome of both calculations, which differs
from the result that one expects from multiple-copy
refinement with equal weights, is easy to explain. The
algorithm found that one copy is sufficient to mini-
mize the restraint energy of the system. The second
structure got a population of zero and remained close
to the initial A-form-like structure. The minimization
affected therefore only the conformational energy of
this structure; it essentially underwent an unrestrained
energy minimization.

A 50:50 mixture of A- and B-DNA dimer
In our calculations, a multiple-copy energy minimiza-
tion against the target restraint set15 was imme-
diately successful, resulting in an ensemble of an
A-like structure and a B-like structure with popula-
tions p(A) = 51% andp(B) = 49%. Figure 5 shows
the values of populations of the two copies, sugar
pseudorotation angle and energy terms in the course of
the calculation. The plot of the sugar pseudorotation
angles (Figure 5a) illustrates that the two copies are
separated in the conformational space immediately in
the first cycle of energy minimizations. While copy 2
remains in the A-family of forms, copy 1 adopts a
conformation intermediate between A- and B-DNA
already after the first cycle of minimization, with the
sugar pseudorotation angle about 90◦ for both dG and
dC residues. This conformation provides a relatively
reasonable compromise for the ‘experimental’ data for
the mixture of A- and B-forms; therefore, its popula-
tion stayed close to 1.0 for 20 cycles of minimization
(Figure 5b). The objective functionQr (Figure 5d) and
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Table 3. Refinement against relaxation rate sets10 −110

Set p(1) p(2) PG(1) PC (1) �(1) PG(2) PC (2) �(2) Econf(1) Econf(2) Qr kNMR s

10 0.01 0.99 21.9 30.0 33.9 152.9 142.0 38.0−29.3 −24.8 2.2· 10−3 40 1.00

11 0.14 0.86 22.0 30.0 33.9 155.3 142.3 38.2−29.0 −24.7 3.2· 10−3 40 1.00

12 0.23 0.77 22.8 30.0 34.1 155.7 143.2 38.3−29.0 −24.8 2.5· 10−3 40 1.00

13 0.33 0.67 23.1 30.0 33.4 156.9 143.8 38.6−28.8 −25.0 2.7· 10−3 40 1.00

14 0.42 0.58 23.3 30.0 33.3 157.1 144.8 38.8−28.66 −25.1 2.7· 10−3 40 1.00

15 0.51 0.49 23.2 30.0 33.3 151.3 144.3 38.1−28.5 −24.9 1.6· 10−3 40 1.00

16 0.60 0.40 23.3 29.6 33.3 156.4 146.4 38.9−28.4 −25.5 2.4· 10−3 60 1.00

16 0.53 0.47 21.9 28.4 34.0 107.6 136.7 33.1−27.4 −18.3 1.1· 10−2 40 1.00

17 0.66 0.34 22.5 28.7 33.3 151.8 147.3 35.6−28.1 −25.1 2.0· 10−3 80 1.00

17 0.47 0.53 20.6 25.6 33.9 93.3 97.9 23.8−27.8 −17.3 3.1· 10−2 40 1.00

18 0.77 0.23 23.2 28.9 33.3 153.9 149.7 36.4−28.3 −25.3 1.7· 10−3 200 0.50

18 0.53 0.47 20.3 26.4 33.9 86.1 87.9 28.2−28.2 −23.1 3.8· 10−2 40 1.00

19 0.88 0.12 24.3 29.2 33.4 150.0 150.1 35.4−28.3 −25.4 1.1· 10−3 15 000 0.07

19 0.00 1.00 21.8 30.0 33.4 31.0 37.9 30.3−29.3 −27.7 4.7· 10−2 40 1.00

110 1.00 0.00 24.9 29.4 33.4 21.9 30.0 33.4−28.4 −29.3 7.0· 10−4 80 1.00

110 1.00 0.00 24.8 29.3 30.7 21.9 30.0 33.4−28.4 −29.3 7.4· 10−4 40 1.00

The results are shown for the two-copy refinement of structures against target ensembles calculated for different ratios of A- and B-DNA.
Listed are sugar pseudorotation anglesPG1 (=PG2) andPC3 (=PC4), helical twist� and conformational energyEconf for both resulting

conformers, and also the PDQPRO objective functionQr (in Hz2) for the ensemble. The structures were calculated by 25 cycles of energy
minimizations. During the first 20 cycles,kNMR ands were set to the values listed in the table; during the last five cycles, they were set to
kNMR= 200 ands = 1.0. Index ‘1’ in parentheses refers to the first conformer, and index ‘2’ to the second conformer.

restraint energyENMR (Figure 5c) decreased signifi-
cantly for this intermediate ensemble compared to the
pure A-form. At the same time, the conformational
energy of the first copy increased only ca. 5 kcal/mol
(Figure 5c). This is apparently a quite stable local
minimum at kNMR = 40; both copies change very
little after the first cycle of minimization. The re-
straint force constantkNMR had to be increased to 200
(note a discontinuity at minimization cycle 20, Fig-
ure 5) to force further refinement of the ensemble. The
first copy surpassed a conformational barrier of ca.
10 kcal/mol, and then it rapidly relaxed to a minimum
corresponding to the B-form with population close
to 50%. Figure 5c illustrates that the conformational
energies of both copies remain negative throughout
the calculations. None of the copies had to surpass a
large energy barrier in the course of the refinement.
Similar to the case of refinement of pure B- or A-
forms (see previous section), the resulting structures
are intermediate between the target and minimum-
energy conformations (Table 3). The reasons for this
are discussed in the next section.

Weight of the restraint energy
To investigate the role of the weight of restraint energy
relative to conformational energy, additional calcula-

tions were carried out using restraint set15. Starting
with the ensemble refined as described in the pre-
vious section, five additional cycles of minimization
were performed withkNMRsystematically varied in the
range of 0 through 100 000 (Table 4). The starting en-
semble already contained two structures in the A-DNA
and B-DNA families, so no overcoming of energy bar-
riers was required. Calculations withkNMR = 0.0 are
equivalent to unrestrained energy minimization of two
non-interacting copies, A- and B-DNA. The resulting
structures are very close to the minimum-energy con-
formations, and the populations fitting ‘experimental’
data best arep(A) = 62% andp(B) = 38%. Note
that even though the refinement is no longer driven
by experimental data withkNMR = 0, the optimum
populations of current structures are still calculated
with PDQPRO based on experimental data. The 62-38
distribution could be obtained by unrestrained energy
minimization of A- and B-DNA, and then applying a
stand-alone PDQPRO program (Ulyanov et al., 1995).
Any improvement over that is due to integration of
PDQPRO with the refinement engine.

Increasing the weight of the restraint energy results
in several effects. Objective functionQr decreases
monotonically; populationsp(A) and p(B) approach
the 50-50-target distribution; the resulting conforma-
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Figure 5. Key parameters of two copies of DNA dimer during restrained energy minimization. (a) Sugar pseudorotation anglesPG (solid lines)
andPC (dashed lines). (b) Populationp for copy 1 (solid line) and copy 2 (dashed line). (c) Conformational energyEconf for copy 1 (solid line)
and copy 2 (dashed line), and restraint energyENMR for the ensemble (dotted line). (d) Objective functionQr . The target ensemble consisted of
a 1:1 mixture of A- and B-DNA. Note a discontinuity inENMR at minimization cycle 20 caused by a fivefold increase of force constantkNMR
at this step (see text).

tions approach the target structures; conformational
energy moderately increases for both copies (Table 4).

Unavoidable discrepancies between the force field
used in the calculations and the true potential expe-
rienced by a molecule in solution can have a severe
impact on the outcome of the calculations. In practi-
cal situations,kNMR should be selected high enough
to minimize bias due to the empirical force field used.
The upper limit onkNMR depends largely on quality
and consistency of experimental data, and it should
be determined in each individual case. In the case
of simulated ensemble15 with perfect ‘experimental’
data, it is possible to raisekNMR infinitely high without
compromising the quality of the resulting structures.
With a relatively low value ofkNMR= 100, the target
values for the sugar pseudorotation angle are repro-
duced within 10◦, and for the helical twist within 3.5◦
(Table 4). At high values ofkNMR, pseudorotation an-
gles could be reproduced almost exactly, but helical
twist of the B-conformer was still off by ca. 1◦. Such

residual bias due to the force field is expected for the
helical parameters which are not restrained directly
by experimental data (Metzler et al., 1990; Ulyanov
et al., 1992). Indeed, in the case of d(GG):d(CC)
dimer, there are no cross-strand restraints in the list
of observable parameters (Table 2). Helical parame-
ters such as helical twist are expected to be defined
better for the mixed sequences, due to the presence
of adenine H2 protons in the minor groove of DNA
(these protons participate in a number of cross-strand
NOE cross peaks). In the case of conventional single-
copy refinements of mixed-sequence DNA duplexes,
bias due to the force field is not great; it has been
shown that using different force fields results in very
similar structures (Ulyanov et al., 1993; Tonelli et al.,
1998). A similar result may be expected for multiple-
copy refinements as well, but additional investigations
are necessary, of course.
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Table 4. Influence of the force constantkNMR

p(1) p(2) PG(1) PC (1) �(1) PG(2) PC (2) �(2) Econf(1) Econf(2) Qr kNMR

0.62 0.38 21.3 30.0 31.1 167.4 158.4 41.5−29.4 −26.9 4.4· 10−1 0

0.53 0.47 21.4 30.0 30.9 164.4 152.3 40.4−29.0 −26.4 5.7· 10−2 10

0.51 0.49 22.5 30.0 31.0 154.2 145.8 38.5−28.6 −25.3 3.2· 10−3 102

0.50 0.50 25.7 30.0 30.8 151.0 141.0 37.7−28.3 −24.7 5.0· 10−4 103

0.50 0.50 28.0 30.1 30.6 146.9 136.7 36.8−28.1 −23.9 5.3· 10−5 104

0.50 0.50 28.1 30.0 30.6 145.2 135.5 36.0−27.5 −23.3 8.5· 10−6 105

Five cycles of restrained minimization were performed against the restraint set15 with kNMR listed in the table ands = 1.0
(see text).

Other mixtures of A- and B-DNA
It must be expected that convergence or failure of a
given refinement protocol depends on starting struc-
tures. If both starting copies are close to the minor
fraction of the target ensemble, the restraints can easily
push one of the structures near to the major fraction.
This problem is very much similar to the refinement
of the single structure starting with the ‘wrong’ con-
formation. However, if both initial structures are near
the major fraction, the restraint energyENMR is already
relatively low. In this case, the restraints push the
copies only in the general direction of the minor frac-
tion, and the refinement is more likely to be trapped in
a local minimum of the conformational energy.

Starting from an A-like structure, a target ensem-
ble with the A-form dimer as the minor fraction (sets
11–14) could be determined without changing the
protocol described above (Table 3). The calculations
essentially showed a behavior similar to the refinement
against restraint set15.

However, with the same refinement protocol, it was
impossible to reproduce target ensembles with the B-
form as the minor fraction (sets16–19). Most often,
the refinement resulted in the second copy having a
conformation intermediate between A- and B-DNA.
The values of the restraint weightkNMR which were
sufficiently high to overcome the conformational en-
ergy barrier in the case of15 (Figure 5) were not
effective for the sets16–19. Indeed, the same value
of kNMR resulted in much lower values of restraint en-
ergiesENMR, because the first copy was already close
to the major conformer (A-form). It is important to
mention that no a priori knowledge of the target struc-
ture was required to tell that the refinement failed to
reproduce the target ensemble. This could be recog-
nized by the mere fact that either the objective function
Qr or the conformational energies were high for the
resulting structures. To achieve a successful conver-

gence, the slopes (Equation 10) of the restraint energy
termENMR had to be decreased andkNMR had to be in-
creased simultaneously (Table 3). With parameters of
ENMR thus modified, minor fractions of B-DNA in the
target ensemble as low as 10% could be reproduced.

In all cases, the resulting structures have conforma-
tions intermediate between the target and minimum-
energy conformations (Table 3). Additional minimiza-
tions with increased weightkNMR had a similar effect
on the refinement of the11 set, as described above
for the 15 set. Namely, the target structures were
reproduced more closely (data not shown).

For the reasons discussed above, successful de-
termination of minor fractions could not have been
expected in advance. To succeed, the algorithm must
find a valley in the conformational energy landscape
that connects the two conformers, and the restraints
push the structure gently through this valley. A better
than expected performance of the algorithm can be
explained by two reasons. We assume that the open
shape of the restraint potential (Figure 2) helps find
a path between conformers. In addition, the fact that
structures are parameterized via helical parameters
reduces the number of local minima in the conforma-
tional space significantly. This parameterization may
also be important for successful convergence.

Calculations with a wrong number of copies
To investigate if the algorithm depends on a priori
knowledge of the number of conformers in the tar-
get ensemble, additional energy minimizations were
performed using the target ensemble15. Calculations
followed the same protocol as described above but
were carried out with a single copy only, as well as
with three copies (Table 5). Not surprisingly, the re-
sult of the single copy refinement was a compromise
structure between A- and B-form with sugar pseudoro-
tation angle of ca. 95◦ for both dG and dC residues. A
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Table 5. Influence of wrong number of copies in ensemble

Ensemble Copy p PG PC � Econf Qr

number

One-copy 1 1.00 94.1 96.5 28.2 −13.8 8.8· 10−2

Three-copy 1 0.50 154.7 145.6 35.7−24.3 1.9· 10−3

2 0.50 23.9 30.0 30.8 −28.5

3 0.00 21.9 30.0 33.3 −29.3

The results are shown for one- and three-copy refinements against the restraints set
15. Parameters listed are defined in the legend to Table 3.

high conformational energy of−13.8 kcal/mol and a
high PDQPRO objective functionQr = 0.1 Hz2 imply
that unresolved contradictions between ‘experimen-
tal’ restraints and the conformation of the structure
still exist. A refinement with three copies produced
two structures in A-form and one structure in B-form.
From the two A-forms, the structure with the lower
conformational energy had a population of zero, indi-
cating that it was not essential for solving the problem
and could be omitted.

Number of observable parameters and relaxation rate
errors
The presence of conflicting restraints is the only ex-
perimental information used by our algorithm to cal-
culate more than one distinct conformer. In a typical
NOESY spectrum, two sets of interproton distances
are measured, which can help distinguish between
A-form, B-form, and their mixture (Ulyanov et al.,
1998). One set includes distances which are normally
short for B-DNA, such as intra-residue H2′-H6/H8 and
H2′′-H6/H8 and sequential H2′′-H6/H8. The other set
includes intra-residue and sequential H3′-H6/H8 and
intra-residue H4′-H2′′; they are short in A-DNA. In
no single structure can all of these distances be short
simultaneously, without seriously compromising its
conformational energy. However, all these distances
must appear short for the mixture of A- and B-forms,
due tor−6-averaging. If the list of observable parame-
ters lacks some or all of these conflicting restraints,
it is unlikely that the algorithm would successfully
recover the contributing conformations. Indeed, this
was confirmed by test calculations with the15 set that
had a certain number of restraints randomly removed.
Among 20 randomly prepared subsets with 10% of
the restraints removed, only 70% of the subsets led to
successful refinement. However, when 40% of the re-
straints were removed (7.0 restraints per residue left),
only 35% of the refinements were successful (data not

shown). For this purpose, we define a refinement as
successful if it resulted in two distinct conformers, one
in the B-family of forms, another in the A-family. The
same refinement protocol was used as before (Table 3).
It is conceivable that the rate of successful refinements
could be improved by modifying the protocol, but the
trend is likely to remain.

In a different test, we kept constant the number of
restraints in the15 set (11.5 restraints per residue),
but added random errors to the ‘observed’ relaxation
rates. Increase in the relative random errors caused a
systematic decrease in the rate of successful refine-
ments (Figure 6a). When the ‘observed’ parameters
had errors of up to 60%, only half of the random
data sets led to successful determination of A- and
B-conformers. Furthermore, even among successful
refinements, the precision of the resulting conform-
ers deteriorates when the amount of errors increases
(Figure 6). Nevertheless, the calculated structures,
on average, still have conformations intermediate be-
tween the target and minimum-energy conformations,
similar to the case of error-free data (see above).

Three discrete minima
The behavior of the algorithm in the case of three min-
ima was investigated using d(GGGGG):d(CCCCC) as
test molecule. The pentamer was refined against the
restraint sets5333, 5226 and5316, calculated from
target structuresS28, S83 and S150 described above
(see Methods). In contrast to the studies on the dimer
d(GG):d(CC), whereglobal A- and B-conformations
were considered, here we deal with thelocal con-
formers of the G3 residue (C3′-endo, O4′-exo, and
C2′-endo for the three conformers, respectively). A
number of different refinement protocols were tested,
all being started with an ensemble of identical copies
of structureS28.

At first, we tested a simple restrained minimization
protocol similar to the one used for the refinement of
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Figure 6. Influence of random errors in observed parameters on two-copy refinement of the15 set. (a) Ratio of successful refinements (see
text). (b) Average objective functionQr . (c) Average difference between calculated and target probabilities. (d) Average values and standard
deviations for the pseudorotation anglePG in the B-conformer. In addition, the value of this parameter is shown for the target structure (solid
line) and minimum-energy structure (dashed line).

the dimer (sets10–110, Table 3). However, in this
case, three copies instead of two were refined simulta-
neously. For each of the three restraint sets, however,
the population of 0.0 was calculated for one of the
copies in the refined ensemble (Table 6, protocol ‘a’).
For the5226 and5316 restraint sets, the two remain-
ing copies reproduced target structuresS28 and S150
and the population of the major conformer (S150). For
the5333 set, the conformerS150 was not found at all;
instead, target structuresS28 andS83 were reproduced
with populations 0.39:0.61 (Table 6, protocol ‘a’).

In another test, a more sophisticated protocol was
used, which included both restrained minimization
and Metropolis Monte Carlo simulated annealing. At
first, 25 cycles of restrained minimization were carried
out, with kNMR being exponentially increased from
200 to 10 000. These were followed by 10 000 Monte
Carlo steps when the temperature gradually increased
from 300 to 600 K, 10 000 steps at 600 K, 10 000
steps when the system was cooled back to 300 K, and
another 10 000 steps at 300 K. During the last 10 000
steps, the copies were averaged based on helical para-

meters (Ulyanov et al., 1993) and restraint-minimized
with kNMR being decreased back from 10 000 to 200.
The calculations started with initial ensembles, similar
to the ones obtained as described above, with the first
copy duplicated. During the Monte Carlo phases, the
first copy was not shaken but was taken into account as
a member of the ensemble with its population floating.
The results of these calculations are summarized in
Table 6 (protocol ‘b’). In short, only in the case of
the5333 restraint set were the three target structures
reproduced with roughly correct populations. Refine-
ments against restraint sets5226 and5316 did not
produce the ‘intermediate’ conformerS83.

In all these cases, the residual objective function
Qr is relatively small (Table 6). Obviously, two copies
are sufficient to resolve most of the major contradic-
tions in the restraints. The remaining contradictions
are insufficient to push the third copy over the barriers
in conformational energy using the restrained mini-
mization protocol. The situation is similar, in a way,
to refinement of the19 set, when the major conformer
alone could explain ‘experimental’ data reasonably
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Table 6. Refinement of pentamer with three discrete minima

Refinement Restraint set p(1) p(2) p(3) PG3(1) PG3(2) PG3(3) Qr

protocol

a 5333 0.00 0.39 0.61 27.3 27.6 93.8 7.2· 10−3

5226 0.00 0.33 0.67 27.9 27.9 142.0 1.2· 10−3

5316 0.00 0.37 0.63 27.6 27.6 146.3 5.8· 10−4

b 5333 0.42 0.29 0.29 29.6 90.1 150.0 7.4· 10−4

5226 0.32 0.52 0.16 30.6 145.6 149.6 8.1· 10−4

5316 0.37 0.49 0.14 28.0 144.8 150.0 3.3· 10−4

Protocol ‘a’ consisted of restrained minimization; protocol ‘b’ consisted of a combination of restrained
minimization and Monte Carlo simulated annealing (see text).

well. In that case, the force constantkNMR had to
be significantly increased for successful refinement
(Table 3). It is very likely that by increasingkNMR

even further or modifying the refinement protocol in
some other way, it would be possible to reproduce
all target structures for the error-free5226 and5316
data sets. For example, systematically varying sugar
conformations in each individual residue is a very ef-
ficient search method (Gorin et al., 1990; Ulyanov
et al., 1995). It is clear, however, that in real situa-
tions with experimental errors, the set of observable
parameters used (Table 2) is not sufficient to define
uniquely all three hypothetical conformers. Using ad-
ditional experimental data may change this situation.
Such additional data may include proton-proton J-
scalar couplings for the sugar moieties (Rinkel and
Altona, 1987; Mujeeb et al., 1992; Conte et al.,
1996), phosphorus-proton couplings for the backbone
(Gorenstein, 1994; McAteer et al., 1998; Tisne et al.,
1999), or even NOE data involving stereo-specifically
assigned H5′ and H5′′ protons (Hines et al., 1993).

Single continuous minimum
All calculations described so far entailed the tar-
get structures at discrete positions in conformational
space. In real situations, however, it is likely that
conformations have continuous distributions. For ex-
ample, experimental H1′-H6/H8 NOE data measured
for a number of DNA duplexes have been explained
in terms of restricted diffusion, which involved corre-
lated sugar repuckering and glycosidic torsion angle
χ rotation (Tonelli and James, 1998). To study how
the present algorithm performs with restraints derived
from a single continuous minimum, energy minimiza-
tions were performed against the restraint set5broad,
generated for the pentamer. The target ensemble in-
cluded conformations near structureS150. The target

probabilities were calculated using an artificial har-
monic potential, which approximated the energy pro-
file (Figure 4) in the corresponding local minimum
(see Materials and methods).

For the calculations, the same refinement proto-
col was used as for the dimer withkNMR = 200 and
s = 1.0. Starting from the structureS28, restrained
energy minimizations were initiated with one copy as
well as with three copies. With one copy, the resulting
structure had helical parameters close to the expecta-
tion values of the system. With three copies, only one
copy near theS150 minimum resulted. The other two
copies remained in the neighborhood of the starting
structure, but their populations were below 1%. To in-
vestigate if the result depends on the starting structure,
a three-copy energy minimization was carried out with
S150 as the starting structure. Again, a single copy was
sufficient to explain most of the data. Although calcu-
lated from multiple structures, the restraint set5broad

is essentially free of internal contradictions.

Three continuous minima
The last test system studied combined the complica-
tions of a continuous distribution of structures with
three distinct conformations. The set of restraints5full

(see Materials and methods) was based on the actual
energy profile shown in Figure 4. Although the de-
tails of this energy profile are probably incorrect, we
still consider it the most realistic model of the con-
formational distribution of DNA in solution. We used
the same combination of restrained minimization and
Monte Carlo simulated annealing for the refinement
against this data set, as earlier for the refinement of
three discrete minima. The results are summarized in
Figure 4.

At first, we carried out the refinement with the
single copy, starting with either global A- or global B-
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conformation. The two refinements converged; the re-
sulting structure is B-DNA with sugar pseudorotation
PG3 between 101◦ and 130◦ (shown by a single hori-
zontal line in Figure 4). The structures have conforma-
tional energy between−109.2 and−106.4 kcal/mol
and the residualQr is between 0.035 and 0.049.

At the second step, the refinement was repeated
with two copies, starting with four different initial
ensembles. Each starting ensemble had two identical
copies of the pentamer. In two of them, the two struc-
tures calculated at the previous step were duplicated.
In two other, the refinement started with two identical
global A- or two global B-conformations. Refinement
that started with the ensemble of two A-conformations
was trapped in a high-energy local minimum. The re-
maining three refinements converged, producing very
similar ensembles (shown by double horizontal lines
in Figure 4). ResidualQr decreased by an order of
magnitude (0.0036–0.0054), and the conformational
energy decreased to the range of−118.7 to−113.4,
for each copy. (Note that the resulting conformational
energies are even lower than energies of the target dis-
tribution. This is because the target distribution shown
in Figure 4 was calculated with the terminal base pairs
of the pentamer fixed; see Materials and methods.
However, the refinement was carried out with fully
flexible pentamer, and certain improvement in energy
came because of optimization of terminal base pairs.)

Additional refinements with three copies failed to
produce an intermediate conformation with the O4′-
exo sugar pucker for the G3 residue. In short, the
results are similar to the case of three discrete minima
discussed above. However, in this case, the population
of the major conformer is reproduced less accurately:
it can be off by as much as a factor of two (Figure 4).

Conclusions

The algorithm presented here, multiple-copy refine-
ment with floating populations, is designed to deter-
mine multiple structural conformers of nucleic acids
and their populations based on NMR data. With the
current version of the program, it takes about 2.5 min
of CPU time on an O2 SGI with R5000 processor to
refine two copies of the dimer, using the protocol de-
scribed in Table 3. The protocol entailed 25 cycles of
minimization, with about 5000 evaluations of energy
per copy in each cycle. The refinement of three copies
of the pentamer takes about 4 h of CPU time on the
same computer, with 40 min spent on 25 cycles of

minimization, and about 3 h spent on 40 000 iterations
of Metropolis Monte Carlo.

The algorithm was tested on a variety of simulated
data. It can successfully calculate target global A- and
B-conformations of DNA and their target populations
using NOE data typically observed in NOESY spectra.
Despite the apparent triviality of this problem, it could
not be solved by other methods (Ulyanov et al., 1998),
even when both conformations had significant popula-
tions. Surprisingly, the new algorithm could solve this
problem even if one of the conformers had a popula-
tion as low as 10%. We believe two factors contribute
to the success of this algorithm. (1) Use of internal
coordinates, generalized helical parameters, in the re-
finement engine significantly reduces the number of
degrees of freedom in the system, and it simplifies the
surface ofconformational energy. (2) Using floating
rather than fixed populations makes the topology of
the restraint potentialopen. This facilitates search of
low-energy passage between various local minima.

Using the same type of observable parameters, the
algorithm can as well determine local conformations,
C2′-endoand C3′-endo, for individual residues within
the framework of B-DNA. However, the presence of
a potential third conformer, O4′-exo, complicates the
situation. This conformer could be determined only
if its population was sufficiently high (33%). Fur-
thermore, low populations of the O4′-exoconformer
introduced errors in the determination of populations
of the two main conformers, C3′-endoand C2′-endo.
These errors were especially severe if each of the three
conformers had a broad continuous distribution. This
result is not surprising. The O4′-exoconformation of
the sugar moiety is, in many respects, intermediate be-
tween C3′-endoand C2′-endo. Correspondingly, many
(although not all) observable parameters also have in-
termediate values. Commonly observed NOE data are
simply not sufficient to define uniquely all three local
conformations. The situation may change if additional
information, such as scalar coupling data, is available;
this requires additional investigation.

The algorithm is relatively insensitive to random
errors in the observed parameters. However, lack of a
sufficient number of restraints could be detrimental for
its performance. Internally inconsistent restraints con-
stitute the sole experimental information used by the
algorithm to calculate distinct structural conformers.
Presence of such inconsistencies in the experimental
data must be assessed before attempting actual re-
finement of multiple conformers. Some approaches
for such an assessment have been recently reviewed
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by Mujeeb et al. (1999). In some (probably, rare)
cases, the presence of multiple conformers can be
ascertained from plain inspection of observed NOE
cross peaks. For example, it has been found for a 17-
nucleotide RNA that an adenine H2 proton from the
loop region had cross peaks with protons of five dif-
ferent residues (Yao et al., 1997; Schmitz et al., 1998).
Such an observation could only be explained by the
presence of distinct conformers, which must exist long
enough to give rise to the observed NMR signal. More
typically, a conventional single-structure refinement
should be attempted first, using as accurate structural
restraints as possible. If all experimental restraints are
satisfied with a single conformation, there is no jus-
tification for attempting a multiple-copy refinement.
If, on the other hand, some experimental restraints
are systematically violated and/or conformational en-
ergy is compromised, this may be an indication of
multiple conformers contributing to experimental re-
straints. Because the performance of the algorithm is
so dependent on the type of conformers involved and
experimental data available, it is advisable to carry out
test calculations with simulated data modeling each
experimental system studied.

Due to use of DNAminiCarlo as the refinement
engine, the application of our program is limited to
nucleic acids only. However, the principles of this al-
gorithm may have wider applications. We are planning
to apply this method to a number of experimental nu-
cleic acid systems, where data suggest the presence of
distinct conformers.
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